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Abstract

Research on mobile augmented reality (AR) so far con-
centrated on building and deploying prototypes and investi-
gating technical and user interface aspects. To create plau-
sible application scenarios other concerns also need to be
addressed. In particular, the size of the physical world made
accessible by mobile AR raises new challenges in terms of
scalability: the system will among others need a very large
3D world model, display this model efficiently without vi-
sual clutter or graphics overload, should operate in net-
worked mode with arbitrary collaborators, provide track-
ing anywhere etc. In this paper we address some of these
scalability issues, namely data management for very large
geographic 3D models, and efficient techniques for collabo-
rative outdoor user interfaces. As an application scenario,
we use a tourist group guide application operating in the
city of Vienna.

Keywords: Augmented Reality, Mobile Computing,
CSCW, Data management, XML database, alligators.

1. Introduction

Mobile augmented reality (AR) applications have be-
come a mainstream research topic in AR. Basic research
revolved around building and deploying such systems and
developing appropriate interaction techniques for mobile
users. More complex issues such as collaboration were only
explored in very task-specific settings such as one-to-one
remote collaboration with a mobile user.

A central aspect of mobile AR systems is scalability.
Such systems are expected to be used in a wide area. Con-
sequently, a number of scalability issues related to the
large physical space need to be investigated. These include
collaboration between mobile users, data management for
large scale applications, network architectures and com-
munication protocols, ubiquitous tracking services allowing
for transitions between tracking devices and user interface
management. In this paper we investigate two of these is-
sues, namely the requirement to support spontaneous col-
laboration among mobile users and the requirement for a

Figure 1. Collaborative navigation enables
following another user who is indicated by
the purple arrow and frame.

scalable data management architecture serving a potentially
large user base having diverse requirements.

Collaboration is motivated by the fact that mobile users
have a large set of potential persons to collaborate with. In-
teraction between mobile AR users will be the norm rather
than the exception. We investigate the collaborative aspects
of a typical AR application scenario, the tourist guide, and
describe our extensions of the navigation and information
browsing features to enable collaboration.

Working areas for mobile AR application will extend
over large spaces such as buildings or throughout a city.
If we assume a uniform density of interesting information
over our working area, we can expect an increase in the total
volume of data the application has to handle as the area in-
creases. Moreover, some data items will change frequently,
such as location information for users and mobile objects.
Creating, updating and administrating such data volumes
requires a distributed effort similar to the World Wide Web.
Applications running on mobile AR systems will retrieve
relevant information from a networked environment and
play the role of subscribers to information providers. To
this end we describe our three-tier architecture for manag-
ing data for mobile AR applications.
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2. Related work

Navigation and information browsing are two common
themes used in demonstrating wearable computing and mo-
bile augmented reality. The Touring Machine [11], the work
described by Thomas et al. [33], and the Context Com-
pass [32] show how pedestrian navigation can benefit from
heads-up displays and AR interfaces. Information brows-
ing was first demonstrated in the Navicam project [24] and
has since become a popular topic of AR applications. A
notable example of a wearable tourist guide application is
the GUIDE project [8] that presents tourists with location-
based information as they roam through the city of Lan-
caster. Some work on information filtering [16] and label
placement [4] addresses the issue of managing user inter-
faces for large numbers of data items, but from a user’s point
of view rather than that of the application.

Augmented reality has also been identified as an im-
portant means of computer supported collaborative work
(CSCW) as demonstrated in the Shared Space project [5].
Collaboration between stationary and mobile users has been
investigated by different groups in the MARS project [14]
and Tinmith project [21]. Mobile users could also create
world models in the BARS project [3] but only in well con-
trolled indoor environments. The Human Pacman [6] is a
collaborative AR game. The Augmented Stroll [26] pro-
vides mobile collaborative AR services to archeologists in
their field work and comes closest to our vision of simple
structured collaboration between several mobile users in an
outdoor setting.

Typical AR demonstrations work with small data sets
that have been entered manually and do not require data
management. Consequently, there has been little work
done on data management techniques for large AR mod-
els. Ḧollerer et. al [15] describe the use of a database
and description logic based meta-data to store a model of
a building floor which is annotated with meta-data for nav-
igation target selection. The sentient computing project [2]
uses a CORBA run-time infrastructure to model a live en-
vironment as distributed software objects where locations
and attributes of objects are updated permanently. Newman
et al. [20] describe a set of AR applications based on this
infrastructure.

The Nexus project [27] is unique in that it specifically
deals with the software architecture required for ubiquitous
location-based applications and provides abstract interfaces
for location data to such applications. Although the project
does describe some preliminary augmented reality applica-
tions [12], it does not focus on AR applications interacting
with complex information structures. Glonass [9] also de-
scribes a software architecture to distribute context infor-
mation but does not provide the extensive models that ad-
vanced AR applications require.

Figure 2. A laptop computer, GPS receiver
and battery packs are mounted on a back-
pack. The HMD, inertial sensor and a camera
are mounted on a helmet worn by the user.

The geographic information systems (GIS) community
has a lot of experience with storing and manipulating large
scale geometric data [29]. However, the current data sets are
still mostly dealing with 2D features without complex inter-
relations. A current trend towards 3D models for communi-
ties such as the City of Vienna [10] will hopefully provide
a better basis for mobile AR applications.

Earlier results on data management for AR have been
described in two workshop contributions [22, 23].

3. Tourist guide application

The needs and requirements of a tourist are a suitable
starting point for testing location-based applications. A
tourist is typically a person with little or no knowledge of
the environment. However, tourists have a strong interest in
their environment and also want to navigate through their
surroundings to visit different locations. Tourists tend to
travel in groups, therefore collaboration is a natural require-
ment. Guided tours are also common practice and pro-
vide for more structured interaction between participants.
In such a situation a single person directs a group of people
and presents information.

We have chosen a tourist guide application for the City
of Vienna as an example scenario for an augmented real-
ity application that integrates a large amount of data from
different sources. It provides a navigation aid that directs
the user to a target location and an information browser that
displays location referenced information icons that can be
selected to present more detailed information in a variety of
formats. Users can also author simple 3D-referenced anno-
tations. All functions support collaboration between multi-
ple mobile users.

3.1. Augmented reality system

The mobile AR setup uses a notebook computer with a
2GHz processor and an NVidia Quadro4Go graphics accel-
erator operating under Windows XP. It includes a wireless
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LAN network adapter to enable communication with a sec-
ond mobile unit. A Trimble Pathfinder Pocket differential
GPS receiver is used to determine the position of the sys-
tem in outdoor applications. All the equipment is mounted
on a backpack worn by the user. We use a Sony Glasstron
optical-see-through stereoscopic color HMD fixed to a hel-
met as an output device. An InterSense InertiaCube2 ori-
entation sensor provides information on the direction the
user is looking in, and a PointGrey Research Firefly cam-
era mounted above the HMD is used for fiducial tracking
and video see-through configurations. Both devices are
mounted on a helmet worn by the user (see Figure 2).

We use Studierstube [28] which is based on Open Inven-
tor (OIV) [31] as a software platform for developing AR
applications. It provides a multi-user, multi-application en-
vironment, and supports a variety of display devices includ-
ing stereoscopic HMDs. It also allows 6DOF interaction,
either with virtual objects or with user interface elements
displayed in the user’s field of view. Applications are devel-
oped as scene graphs that can be described with the declar-
ative OIV file format. Studierstube is a very capable rapid
prototyping system, but by itself does not incorporate any
database functions beyond a scene graph based runtime data
structure.

Collaboration between different users requires distribu-
tion of application state among different setups. To simplify
development of such distributed applications, we imple-
mented Distributed Inventor [13] that provides shared mem-
ory semantics on the scene graph data structure. Changes to
a distributed part of the scene graph are transparently com-
municated to other instances of the application without ex-
posing this process to the application programmer.

3.2. User interface

The system presents information to the user on the head
mounted display. This information is either presented as
graphical objects rendered to fit into the natural environ-
ment or as text, images and 3D objects providing a heads-
up display. The graphical objects are drawn to enhance and
complement the user’s perception of the natural environ-
ment. They can represent abstract information, alternative
representations of real objects or highlighted real structures.
The heads-up display is used to provide a graphical user
interface consisting of typical 2D widgets such as buttons,
lists, and text fields and to provide other status information.
Figure 3 shows a typical view through the users display.

The user can control a cursor within the 2D user inter-
face part in the upper right corner with a touch pad that
is either worn on the belt or hand-held. She can switch be-
tween different modes of the application such as navigation,
information browsing and annotation. Each mode presents
a number of individual panes to provide control of parame-

Figure 3. Video-overlay of the user’s view.
Real objects are highlighted in yellow with
associated information displayed to the left.
A panel on the right holds 2D user interface
components and a heads-up display at the
bottom shows additional information.

ters and other options related to the current task. A general
heads-up display at the bottom of the view presents generic
information such as the current location, selected target lo-
cation, distance to the target and an orientation widget mod-
eled after a compass.

Interaction with the environment either occurs implicitly
using the user’s location and orientation or explicitly using
the viewing direction. Some functions use a ray-picking
interaction that is directed by the viewing direction to select
objects or determine placement of objects. In this case a
cross-hair displayed in the heads-up display identifies the
exact location of the intersection in screen space.

4. Collaborative applications

Three tasks are supported by the tourist guide applica-
tion: Navigation, information browsing and annotation in
the form of simple virtual graffiti. All functions are usable
in a stand-alone mode by a single user. Additionally, they
also support collaborative touring where two scenario situ-
ations are interesting. Either the members of a group are
equal or they have a more structured setting with a single
person directing the other group members. In the latter a
tour guide of a group of tourists acts as an expert and is able
to control the functions of the tourists’ devices.

The functions allow for a rather passive, observation
style of use. Users are presented with information hints and
can opt to see more, if they are interested. Collaboration
should not add more cognitive load or require more knowl-
edge of how to use the system. Therefore, we took care to
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Figure 4. (Left) A visualization of the path to the selected target without clipping on known objects.
(Right) The same path clipped at an object.

provide features that require only minimal adaption on the
part of the user to be usable.

The general approach to supporting collaboration builds
on sharing of user interface state. The displayed informa-
tion for a single user depends on parameters set by the user
and the current interaction (such as looking at an icon).
Such information is encapsulated in a part of the scene
graph which is distributed between the users’ systems and
therefore implicitly shared. Thus a user can set parameters
of other participants simply by manipulating her own user
interface. The ”I set your parameters” style provides the
required functionality and is simple to understand. Mecha-
nisms to join or leave the session provide the required con-
trol of the individual user over her system. As results of
interactions such as selections are also shared within a ses-
sion, users will perceive the results of actions performed by
other participants.

More complex interactions such as specific navigation
modes require more support by the system. In this case
it is important to identify the high-level goals of the users
and provide explicit sharing of low-level data. For example,
establishing a meeting point would require detailed knowl-
edge of the waypoint network and the users location. Thus,
the system should use its knowledge to compute the meet-
ing point and only require input of the person the user wants
to meet. A high-level interface tailored to a specific task is
presented to the user, while still relying on the underlying
graph search algorithm used for automated wayfinding.

4.1. Navigation

In the navigation mode the user selects a specific target
address or a desired target location of a certain type such as
a supermarket or a pharmacy. The system then computes the

shortest path in a known network of possible routes. More-
over, it is interactive and reacts to the user’s movements by
continuously re-computing the shortest path to the target, if
the user goes astray or decides to take another route.

The information is displayed as a series of waypoints
that are visualized as cylinders standing in the environment.
These cylinders are connected by arrows to show the di-
rection the user should move between the waypoints. To-
gether they become a visible line through the environment
that is easy to follow (see Figure 4 left). The user can en-
able an additional arrow that points directly from her current
position to the next waypoint. Buildings can clip the dis-
played geometry to enable additional depth perception cues
between the virtual information and the real world (see Fig-
ure 4 right). Finally, simple directional information is dis-
played, if the user is not able to perceive the next waypoint
because she is looking in another direction.

If two or more users are present, a number of collabo-
rative interactions are possible. The interface presents a list
of all users that have joined the collaborative session. Every
user can select a partner and specify an interaction mode:

Follow The user can decide to follow the selected user.
The navigation display will update the target location to al-
ways coincide with the waypoint closest to the selected user.
Interactivity is now extended to include both the positions
of the user herself as well as of the target user.

Guide The selected user can be guided by setting her
destination point. The navigation system of the selected
user will then behave as if that user had selected the target
herself.

Meet The system also supports rendezvous with the se-
lected user. The navigation system calculates the meeting
point to be halfway between the two waypoints the users
are closest to. The destinations of both users are then set
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Figure 5. (Left) Different parts of the building are highlighted to show possible additional information.
(Right) The user selects the column by looking at it and the content is displayed.

to this new target. Each user can still change the common
target to a more suitable location if desired.

In meeting mode the meeting point stays fixed, even if
both users deviate from the planned route and another point
could provide a closer meeting place. Both users can still
trigger recomputation of the meeting point by re-selecting
their partner. Another possibility would be to interactively
recompute the meeting place. However, we think that a
fixed meeting point is closer to the user’s mental model of
the behavior of the application which aims at simplicity and
should not surprise the user.

4.2. Information browsing

The information browsing mode presents the user with
location-based information. Location-referenced informa-
tion icons appear in her view and are selected by looking
at them. Associated information is presented in a pop-up.
The application conveys historical and cultural information
about sights in the City of Vienna. For example, frescos on
a building facade carry information on the sculptor who cre-
ated them and the topic of the picture. Statues give informa-
tion on the background of the person they are representing.

The information icons can have any shape for display as
well as for ray intersection. In the current application we
use geometric representations of building parts to annotate
these with cultural information. The icons appear to the
user as outlines of parts of the building. A virtual ray is
cast through the center of the display and intersected with
the information icons. The first icon that is hit triggers the
display of information associated with it (see Figure 5).

A user might not be interested in all types of available in-
formation or may get overwhelmed by a large number of lo-
cations that trigger information displays. Therefore, objects

and content are described with a set of keywords and the
user can select interesting information by selecting a subset
of these keywords. Only information matching the selected
keywords will be displayed.

The information browsing mode supports multiple users.
Users can choose to share their selection of topics, or alter-
natively, tour guides can control the selection for a group of
guided users. A user can also trigger the highlighted infor-
mation on another user’s display.

Two toggle buttonsListenandGuideset a single user’s
interaction modes with the group. If the Guide mode is ac-
tive the user’s keyword selection and active icon will be
shared with the group of participating users. If the Listen
mode is active the shared keyword and active icon informa-
tion of another user will be used to set the state of the local
user’s display. Therefore, the local user will see the same
information content that the guiding user has selected and
will also use the same keyword selection, if she decides to
still browse the icons on her own.

4.3. Annotation

Users are able to contribute, in a simple way, to the
available information. Annotation allows users to place
graphical icons with different colors and shapes in the en-
vironment. To simplify the interaction for determining the
position, icons are always placed on the surface of exist-
ing buildings, which reduces the necessary manipulation to
specifying a direction from the user’s current position. The
icon is oriented parallel to the tangent plane at the intersec-
tion point (see Figure 6). The user can select predefined
shapes and colors and can also choose which kinds of icons
to display. More interesting data could include text, audio
or video annotation to realize at an Augmentable Reality
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Figure 6. (Left) Annotation options and icons. (Right) The building geometry used for ray intersection
is overlaid.

[25]. While such features could have been to included in
our system, they were not the focus of our work.

A group of users can share the different icons that each
participant creates, so that each user can see them. Again,
to reduce possible clutter, a filtering option allows users to
restrict which icons are visible to them. Possible criteria are
the icon’s creator, color and shape.

The virtual markers can help to point out features on dis-
tant structures such as building facades. Users can attach
and discern different meanings associated with markers by
assigning different styles. They support collaborative work
styles because they are shared information and can help
users to communicate information concerning individual lo-
cations in the surrounding.

The annotation mode only supports symmetric roles in
the collaboration because it is intended to be a simple fea-
ture for unstructured work styles and groups.

5. Data management for AR

The implementation of the tour-guide functions requires
extensive environment data and information to be presented
to the user. Accurate and complete models of the build-
ings and other obstacles in the environment are required for
rendering occlusions, highlights of buildings and 3D inter-
action with the buildings surfaces. Additional models mark
the active regions of objects which trigger information dis-
plays. The navigation mode requires a network of paths
and waypoints and address information related to the build-
ings. Meta-data concerning address points and historical
information is also required and should be linked to the ap-
propriate models.

Different functions may be based on the same data but
require this data in different forms which are not necessar-

ily only different subsets of the complete data set. However,
authoring and managing of such data sets benefits from
a centralized location where such activities can be aggre-
gated. In the envisioned scenario most data and content will
be provided by dedicated providers and not created by the
users themselves. Therefore, general updates to the model
by the mobile systems themselves were not required. We
propose a dedicated architecture to resolve the trade-off be-
tween supporting multiple applications and data manage-
ment.

Our architectural concept is based on a 3-tier model [1].
The first tier is a central database storing the overall model.
The second tier mediates between database and application
by converting the general model from the database into data
structures native to the respective application. The client ap-
plication is the third tier and only deals with data structures
in its own native format.

A common data model and data store reduces the amount
of redundancy in the stored data required for different appli-
cations and allows centralized and efficient management of
this data. The middle layer separates presentation from data
storage and applications. Thus the applications can be de-
veloped using efficient data structures independent of the
actual storage format. Moreover, the transformation can be
adapted to changing data formats without affecting either
the application or the storage back-end, because it is a dis-
tinct and separated entity.

Our architecture differs from the traditional 3-tier model
for client-server applications in some aspects. The second
tier is somewhat passive and focuses only on data manipu-
lation and will not provide extensive application functional-
ity. The argument for a thin client offering only user inter-
face functions does not hold in our architecture, because the
client needs to provide interactive realtime feedback. Cal-

6



culations by the application need to be available to the user
interface instantaneously, which is another driving force in
the unification of application data and graphical data in the
scene graph data structure.

We propose to use this architecture building upon XML
technology, thus leveraging recent developments in the web
application community. The proposed architecture is very
common in this area and directly supported in a number
of products, either open-source or proprietary. The use of
XML has a number of advantages:

• A hierarchical data model fits well to our general spa-
tial model. Rather than using a flat enumeration of
building representations, a hierarchical model can rep-
resent several levels of a spatial hierarchy, from dis-
tricts and streets down to rooms within buildings and
other detailed geometrical data.

• While a document and file-oriented approach is gen-
erally sufficient for research prototyping, it obviously
lacks scalability. More powerful storage solutions are
required for real applications. Some of these exist in
the form of XML databases [19, 30]. As XML tech-
nology is generally aimed at compatibility, the tools
and APIs used for prototyping are directly supported
by commercial XML products, and the transfer to a
production system is greatly simplified.

• XML tools such as XSLT [7] allow rapid prototyping
and development of import, transformation and export
tools to and from the data model. Such tools focus on
the functional aspect of the transformations and reduce
the overhead in implementing parsers and generating
data structures.

• Parsers and generators exist for a wide range of pro-
gramming languages, and allow applications and tools
to use the most appropriate language for the task.

• Standards for meaningful descriptions of data exist, on
a syntactic level such as RDF [17] as well as on a se-
mantic level for meta-data such as the Web Ontology
Language [18] or the Dublin Core [34]. This allows
the definition and use of ontologies to support seman-
tically rich queries and interactions. While we have
not used such techniques yet, we plan to investigate
the possibility of building complex models based on
real ontological descriptions.

5.1. Modeling

At the heart of our architecture lies a data model that
encompasses all application requirements. Care was taken
in keeping the model extensible so that new data could be

Figure 7. Overview of the type hierarchy in
the model schema. A set of basic types can
be used for general modelling. Applications
may derive additional types for specific re-
quirements.

integrated during the development. This data model is de-
scribed by an XML schema.

The model should fulfill a number of key requirements:

• Geometric representations and hierarchies need to be
stored in the model.

• Interaction with other data schemas should be possible
to maximize reuse of already established knowledge
presented in the form of these schemas.

• Extensibility for new applications and data types with
fall-back options for generic processing is important.

The model is based on an object-oriented approach using
a type hierarchy to define a taxonomy of objects. The root
type is calledObjectTypeand contains an id and a generic
annotation subelement that can be used to store any XML
tree. All data types defined in the model are derived from
this type. TheSpatialObjectTypeadds pose information and
a geometrical representation to the super class. We further
derive theSpatialContainerTypethat adds a child subele-
ment to aggregate entities of typeObjectTypefor hierarchi-
cal composition.

From the three base types, we derive a number of appli-
cation specific types that are used in the actual data files.
The Object, SpatialObjectandSpatialContainerelements
are used for general purpose data and correspond directly to
the base types (see Figure 7). Applications can define ad-
ditional types derived from the base types to provide more
specific information. For example, we define a specialWay-
point element used by an outdoor navigation application
which has a specific subelement to define neighboring way-
points connected by a path. Because elements refer back to
their base type, an application can always provide a reason-
able fall back behavior if it encounters an unknown derived
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application element. The Nexus project [27] uses a similar
structure to model their data types.

The XML tree is interpreted in the standard geometrical
way, by defining a child’s pose relative to its parent. We
chose this mapping to support conventional modeling of vi-
sual data as trees. However, the open XML based format is
not bound to any particular visualization tool or platform,
and affords the definition of other than spatial relations by
using relational techniques such as referring to object ids.

The annotation subelement of the abstract root type can
be used to model free form data or to augment pre-existing
types with extra information. This allows more flexible
technologies to annotate the objects in our model.

5.2. Data manipulation and retrieval

Having defined a model and data format, there are a
number of tasks and tools necessary to fill the database,
transform and manipulate the data and finally make it avail-
able to the user by developing appropriate applications. The
typical tasks include the following:

Import Extract information from source data formats
based on XML or other formats and map it to the data
model. Non-XML source formats also require the combi-
nation of an appropriate parser with an XML generator to
map the foreign format to XML.

MaintenanceMaintaining a model requires the applica-
tion of filters and transformations on stored data.

Export Transformations are applied to retrieve relevant
application data from storage and generate data structures
for the applications. Each application uses a custom XML
stylesheet to directly generate the required scene graph and
additional data structures described in the Open Inventor file
format from the general model.

The use of a separate step to transform data into the ap-
plication format has a number of advantages. It separates
the general data format from the application specific data
structures and provides an interface between the two. It also
provides a point for customizing the presentation indepen-
dently of the application, similar to the way traditional cas-
cading stylesheets work for HTML. As the stylesheet gen-
erates the actual graphical content, it can adapt to different
output requirements or profiles.

5.3. Implementation

The implementation of the architecture is based on a
commercial XML database [30]. We configured a manip-
ulation layer as part of an HTTP server within a servlet en-
gine which would execute queries to the database and per-
form XSLT transformations on the result sets. The trans-
formed data is transmitted back in response to the query.

Figure 8. A subset of the 3D model of the
City of Vienna. It includes a digital elevation
model, building blocks and roofs. 3D model
curtesy of Vienna City Administration.

Furthermore the result set can be transformed on the
client side by executing additional transformations. Ei-
ther the transformations already produces an Open Inven-
tor scene graph used to configure an application, or one is
created from the resulting XML document via a standard
mapping.

5.4. Data acquisition

A general model was built to serve as the basis for all
tourist guide functions. A 3D model of part of Vienna was
kindly provided by the city administration of Vienna (see
Figure 8), and is part of the official general map of the city
[10]. The model itself was delivered in VRML97 format
which we converted to the Open Inventor ASCII file format.
Then we developed an import tool that read the Open Inven-
tor file and constructed a representation in the model format,
which was then used as the base for the overall model.

The department of Geoinformatics at Vienna University
of Technology supplied a network of accessible routes for
pedestrians, delivered in GML2 format (an XML based file
format used in the GIS community). This model was de-
rived from the general map of Vienna and is represented
as an undirected graph. Each node in this graph is geo-
referenced and used as a way point in the navigation model.
For each building, an ”address point” was defined and in-
corporated into the path network to construct a path to this
address. As navigation graph data was available in an XML-
based format, a simple XSLT transformation script was suf-
ficient to incorporate this data into the model.

Furthermore, annotation information such as businesses
located at certain addresses was derived from the general
map of Vienna. This information is connected to address
points in the spatial database.
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It was necessary to compute the intersection of the 3D
model data and the navigation graph, as the relevant input
data was derived from two overlapping sections of the city
map. This was achieved by computing a subset of the model
within a given bounding box and then repairing the internal
structures of the navigation graph to ensure data coherence
after clipping. The maintenance tool directly reads from
and writes to the common data model.

Finally, we placed the icons as spatial representations of
interesting information into our model. Cultural informa-
tion taken from a guide book was included at various places
to provide the detailed data for the information browsing
component.

6. Discussion

While our work deals with collaboration and data man-
agement, a number of other scalability issues were not ad-
dressed. Information displays are prone to visual clutter and
a number of solution described in the related work [16, 4]
can offer improvement.

The proposed architecture and set of tools are based on
established techniques in contemporary computer science.
However, we have found little evidence of the use of scal-
able data management techniques in large scale AR. There
is a small set of related areas where applicable techniques
are used. GIS databases are primarily aimed at 2D infor-
mation and static, stationary use cases. Location-based ser-
vices are aimed at abstract, text-oriented information and
low-end devices. Visual simulation focuses on high-fidelity
graphical representation and stationary displays. In this
work, we have attempted to explore the combination of as-
pects of these areas into a scalable mobile AR database sys-
tem.

Today’s most common technology for storing data are
relational database management systems (RDBMS). How-
ever, we did not base our approach on a relational data
model for several reasons. The hierarchical structure in-
herent in 3D data models is more directly mapped to an
XML structure. One of the great advantages of XML tech-
nology is its self-description and self-organization by using
schemas and namespaces. AR applications benefit from this
flexibility, because data definitions can be decoupled by do-
main and developed independently without breaking appli-
cation compatibility.

We did not address on-the-fly database updating by mo-
bile applications. The application presented was tailored to
a browsing style of interaction and we believe that this will
be the most common mode for data presented in such a sys-
tem. There will be dedicated authoring tools that have more
knowledge about the data model and will be used by pro-
fessionals to maintain the model. However, individual ap-
plications will benefit from specific update functions. For

example, the annotation icons should be persistent to create
a more interesting application. We will continue to investi-
gate the inclusion of such update functionality starting with
use cases such as annotation.

7. Conclusions and future work

The presented work provides an outlook into possible fu-
ture user interfaces for mobile collaborative augmented re-
ality applications. Although many of the implemented user
interface features have been demonstrated before, our work
exceeds former work in two areas. Firstly, the collaboration
features add another dimension to the possibilities of such
systems by supporting groups of users in their tasks. While
the features of the system are implemented, we need more
tests of the collaborative aspects to determine useful and in-
teresting extensions. Secondly, an integrated approach to
handling the data required by mobile AR applications al-
lows the system to scale to environments of realistic size.
The use of a flexible data model also simplifies extension
of the system by future applications that will have new re-
quirements for data to be stored in the repository.

Future work will revisit the design of the model schema
to investigate the more expressive possibilities of semantic
webs for modeling the required data. Such a model could
also form the basis of simulation environments for location-
based and ubiquitous computing. Update functionality from
live applications to the database are also required for persis-
tent changes by the users.
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